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In [1,21 the problem was investigated of the construction of periodic 
solutions of nonautonomous quasilinear systems with one degree of free- 
dom for the case of simple roots of the equation of the fundamental 
amplitudes, and also for the case of multiple roots with some auxiliary 
conditions. It was shown that the solution was representable in these 
cases in the form of an infinite series involving only integer powers of 
a small parameter u. In the present paper the problem is considered of 
the construction of periodic solutions of such systems for the case of 
double roots of the equation of the fundamental amplitudes in the form 
of 
of 

of 

p$r series with not only integer powers of D but also with powers 

p * 

1. We shall consider the following oscillatory system with one degree 
freedom: 

$- + m2x =f (t) + PF (L 5. $ , P) (1.1) 

The quantity II is a small positive Parameter. Let us assume that the 
function f(t) is a continuous periodic function of time t with period 2r 
whose Fourier expansion does not contain harmonics of the nth order (a 
is an integer); the function F is assumed to be analytic in the vari- 
ables x, x and i.~, and to be periodic in t of period 2r. 

The generated equation (when w = 0) has the general form 

1123 
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zo(t)=rg(t)+Aocosmt +msinnst 

which depends on two arbitrary constants A,, and BO. 

a particular periodic solution of (1.1) when M = 0. 
The function T(t) is 

Ue shall use the method of Poincar; for finding the periodic solution 
of the Ejystem (1.1) which reduces to the solution x0(t) when v = 0. Here- 
by we shall make use of the following initial conditions 

where p1 and & are functions of g.! which vanish when ~1 = 0. According to 

121, the solution x(t, PI. Ps, d can be expressed in the form 

610 + Pz 
2 (t, Pl, Pa, p.L) = q (Q + (A0 + Pl) cm mf -t- -yy- sin WZ~ + 

Here 

c, (t) = & s ffn (h) sin m ft - tl) dtl 

0 

fi.3) 

The functions R,(t,) are computed with the aid of the definite rela- 
tions (1.10) to (1.12) of [2]. Let ua write down the conditions for the 
periodictty of the function x( t, PI, &, cr) 

Here the derivatives C, and C, with respect to A0 and B. are taken 

with t = 2r, p1 = pz = ~1 = 0. The left-hand sides of (1.4) are holo- 

morphic functions in the neighborhond of pl = Pa = ~1 = 0. Equations (1.4) 
can be used to determine the values P,(p) and @,(ki). Knowing these 
values, and also .Cn( t) in (1.3), on6 can find the periodic solution of 
(1.1) on the basis of (1.3). 

In this manner, it is seen that our problem has been reduced to the 
determination of the conditions for the existence and construction of 
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two implicit functions pl and Rx of the variable ~1 131; 

For the determination of the constants A,, and B, in the solution we 
have the equation of the fundamental amplitudes 

c1 (an) = 0, ti, (2n) = 0 (1.5) 

The case when these equations reduce to identities will be considered 
separately in this paper in Section 3. We shall use the notation 

In the case of simple roots of Equation (1.5). the determinant A # 0 

and the functions pl (cl), Pz(v), x( t, PI, pz, p) are constructed in the 

form of series involving only integer power of u in the manner shown in 

[al . 

2. The condition A = 0 indicates that the roots of the equation of 

the fundamental amplitudes are not simple. In the sequel we shall con- 
sider only the case of double roots of Equation (1.5). It is easy to 
show that in this case 

acl as& acl ac, a*& ac, 2 
aBo 

A*= aC 
-2aA,aB,aA,aBo+3p my ( > 

aB’, 
m aC, a 

( > 
a%?~ a& a& * O (2.i) -- 

aA$ 8Bo 
--- 

-26A,,aBo aAo aB, + - 

The expression A* is not unique, for, since A = 0, it is obvious that 
one lay replace the differentiation with respect to A, by the differ- 
entiation with respect to B, in (2. I), and conversely. Aowever, in the 
case when Cl = C1(Ao), Cl = C1(BO) or Cl = C,(l$). C, = CI(Ao), the con- 
dition for double roots in (2.1) is not valid, and one must replace it 

bx 

Rom the expression (2.1) for A* it follows that not a single term 
%l/aAa. aCl/$, aCl/aA,. or 
&?,/aB, # 0, we have. by the 

h+/aB, is zero. In view of the fact that 
implicit function theory [31, the equation 

Pa=Yo(II)+Yl(~L)~l+m6)Pla+. . . (2.2) 

as 8 direct consequence of the first eauation of (1.4). 

Here & is a holomorphi~ function in the neighborhood of u = p1 = 0; 
Yj(~) is holoaornhic in the neighborhood of p-= 0. We note that ~~(0) =O 



1126 G. V. Plotnikova 

because p2 has to vanish when p = 0. In this case the functions yj(u) 
are represent able in the form 

Tj (P) = 5 MijP’ (j = 0, I, 2, . . .) (2.3) 
i=o 

use of (2.3). in t& first of Equations (1.4), and 

the coefficients of equal powers of v and pl. Thus 

set of equations 

The constants M;,. can be determined by substituting (2.2). with the 

by equating to zero 

one obtains the next 

ac, -1 
Mm=--a m 1 ( 1 ac, ac, -1 

Ma,=- -;iz aBo , H 
(2.4) 

MO2 = - (g+J-” p*2 

Here we have used the notation 

Pfik = P,k (zg-& - $J=+(&g&+y&(-g$)1”% 

i,flk = &,k (Z -$-)=~[&~+$j(-$-)]k~~ 

Hence, for pg we have 

Pa = M,OP + Mzop2 + MO& + MoaW + MiiuPi + . . . 

etc. 

k=l, 2,... 

n=1. 2,... 

(2.5) 

Substituting this Expression (2.5) for p2 into the second equation of 

the system (1.4), we obtain 

Nmp + Naop2+ NuJIP~S N02I31~+ ho~2-t N21p2P1+ N121431~+ %dP+.. .= 0 (2.6) 

It is obvious that the terms with pl must be absent from this equation 

because 

Taking into account (2.1)) we find that 
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The remaining coefficients Nij can be computed quite easily. Thus. 

( ac, a& -1 . -- -wll = aB0 aBo ) [ i a2C1 ac, 
Ca~x&-+ 

awl a& .a2c1 a& aa& ac, 
aAoaB0 aB0 ------a~03&T+ aBo2 aAo ) 

aca a&, _,-~(~~+~~_~~--- 
aAo aBo II etc. (2.7) 

One must find the implicit function pl = pl(cl) from (2.6). Setting 

~1 = 0 in (2.6)) we obtain 

NoaPP + Noa@ +. . . = 0 (2.8) 

According to a theorem of Weierstrass on implicit functions c3.41, 
the number of implicit functions pl(~) determined by Equations (2.6) is 
equal to the smallest exponent in the expansion (2.8) in ,porers of pl, 
i.e. in the case of double roots of the equation of fundamental ampli- 

tudes (N,, # 01, it is equai to two. Both implicit functions can be ex- 
panded intolc/;nvergent series either in integer powers of u, or in 
powers of p 

03 

l=i,2 (2.9) 

where AnIl are constant coefficients. In this case the different ex- 
pansions’cannot exist 
ing cases. 

simultaneously. We shall consider the more interest- 

1. If A, # 0, i.e. NlO # 0, then the expansion for pl has the form 
(2.9) when 1 = 2. For the determination of the coefficients Al/g and Al 
we have the following equations 

Noa+,” + Nlo = 0 

2Noz.4,/% + No&,,~ + NrrA,,, = 0 (2.10) 

2NoaA,,/,,, +. . .= 0 

Taking into account the expressions for No2 and NlO, we obtain from 
the first equation of (2.10) two values for A,,, 
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Al/* (1) = v- 2 ac, a& - _ - 
A.* i)Br, a& ’ 

We are interested only in real expansions. In order that the expan- 
sions may be real it is necessary and sufficient that 

A, aC, K’l --- 
A* aBr, aBo >’ (2.11) 

On the basis of (2.4) we obtain the series (2.5) in the form 

f.32 = B,,,(k’p”Z + Bltk+ f. (k = 1, 2) 

where 

AII(? (2) 

‘ft 

Blfk) = Ml0 + M,,A1(“) + M,A,,,(k)2 (k-1.2) etc 

2. If A1 = 0, that is if Nlo = 0, we shall make the substitution [31 

(k = 1. 2) (2.12) 

in order to obtain the conditions for the existence of the expansions, 
In (2.12) a1 and a2 denote the roots of the equation 

S = Nm + Nr,a + Noaa2 = 0 (2.13) 

Substituting pl from (2.12) into (2.6), and dividing the resulting 

equation by p2, we obtain 

r (Nn + 2Nonak) + p (Naa + Nnak + Nn@ga + Noaak’) + 
+ Nmva + VU (Nal+ 2Nlsak + 3Nwak’) + paL +. . .= 0 (2.14) 

All the terms which are not written down in this equation are of 

degree higher than two in ~.r. Only the following cases can occur. 

a) The roots of Equation (2.13) are simple, al # a2. Then 

a =ak 
= NII + 2Nonak # 0 

In this case the coefficient of v in (2.14) is not equal to zero, i.e. 
there exists an expansion for v in integer powers of LI 

03 
1: = 2 A,+$ (2.15) 

7I=l 
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where the A,+1 are constant coefficients determined by means of the 
sm&ella of equations: 

Aa (Nu + 2Noa~k) + NW + NW+ + N 1x0~~ + Nosaks = 0 

A~(N11+2N~n&f...=O etc. 

This system, obviously, has a unique solution for a given ak. On the 

basis of (2.12). (2.5) and (2.15) we obtain 

(k = 1, 2) (2.16) 

where 

&fk) = Ml0 + Mo1a*, BJk) = Msa -+ MolAa(') + &fo@k2 + 2kfo$,/dk + Mllak 

Hence, if the roots of Equation (2.13) are real and simple, we have 
two expansions for @l(p) and P,(V) in the form of series involving only 
integer powers of ~1. 

This case was considered in [2f. 

b) Next, let the roots of Ecmation (2.13) be real and repeated, i.e. 
al = a2 = 0. It is now obvious that 

Hence, the coefficient of v in Equation (2.14) vanishes. 

Let us denote the coefficient of p in (2.14) by K. Substituting the 
expression for a from (2.1‘7) into K. we obtain 

K = (Shro2)-3 (8N03W3, - 4Na,NllNo22 + 2N1~NnaNoz - NoaN,P) 

+ 
1 a@, a&j -- 
2 afj P 

0 
MIoY- q M,o + c, 

N 
a@1 ,a=% Mea+ -- aAo aB0 Mo2 

aa& 
- i~~lo’ MolMoa + -g- (3~o$- 

i ael 
i aac1 + T am0 Mot + 

1 
+ 3 &a MO? + + $$ MO18 

a& 
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a& aa& 
Nn = x Mla + m. Ml1 + -$$ (MloMoa + Mo1Ml1) + 

a& 
+~Moa+;$&- Ml0 + 

astir 
0 

~M~loMol + 

+;a i aa& Pi& 1 aa& -- - MolaJflo+ 2 aAOa $- aAoaBo MO, + T~MOI' 

Suppose that K # 0. From (2.14) it can be seen that there exists an 
expansion for v in the form of a series in powers of v l/2 

where A(n+2)/2 are constant coefficients determined by the equations 

Noa+’ + K = 0 

2Nod,,,Aa + NW%,, + 2Nlaa+ + 3NosaaA,,, = 0 

2NmA,A,,,+...= 0 etc. (2.19) 

From the first equation of (2.19) we obtain A3,2, and we find that 
A3,2 f 0 SM.3 R # 0. 

The remaining equations are linear in the unknowns. AZ, A5,2, . . . 
whose coefficients are equal 2N,,A,,,. Since this quantity is different 

from zero, Equation (2.19) has a unique solution. 

We note that the first equation of (2.19) yields two values of A3,2 

A$)= v-KN,,', , A,,@'== -I/-- KN,,' 

If these roots are to be real it is necessary and 

N,,R < 0. 

From Equations (2.12), (2.5) and (2.18) we obtain 

pick) = pa + A$'$'* + Aztk)pa +... 

/3Jk) = pB,ck) + B,jk)pva -/- Bz(k)pa+... I 

sufficient that 

where 
BJk) = Ml0 + aMol, B,jk) = MolA,,ik' 

Btfk) = Mm + Aa(') + i,aa + Mlla 



Solutions of a nonautonomous quasilinear system 1131 

Hence, if K f 0, a1 = a2 and NezK < 0, then PI(p) and P,(M) will have 

two expansions with real coefficients in powers of p l/2 

c) Suppose K = 0. Then the first equation of (2.19) yields the equa- 

tion A3,2 = 0. The remaining equations of the system will become indeter- 
minate. However, when K = 0 Equation (2.14) becomes 

t.2N02 + uv (Nz~ + 2N12a + 3Nosa2) + p2L +. : .= 0 

Hence, one obtains an equation of the type (2.6) with N,, = 0, which 
can be investigated with the aid of the above described procedure and the 
use of a substitution of the type (2.12). 

It is easy to see that the forms of the expansions will depend in this 
case on the multiplicity of the roots bi of the equation 

R = L -t_ b (Nzl + 2N12a + 3Nosn2) + b2N02 = 0 

If this equation has single roots, there exist expansions PI(u) and 

P2(c1) in integer powers of P; if 
one has to reconsider two cases, 
the Preceding one. The indicated 
they are applied, always lead to 
Ne2 # 0. 

the equation has multiple roots. then 
and so on. The analysis is analogous to 
transformations, no matter how often 
an equation of the type (2.6) because 

3. Let us assume that Equations (1.5) are identities. Then all the 
derivatives of Cl and C, with respect to A0 and Be will be equal to zero. 
Dividing the terms of Equations (1.4) by ~1, we obtain 

c2+ -$I%+~ Pa+GP+. . .=o 

62-f- g++g p2+&L+. . .=o 

(3.1) 

If these equations are to be satisfied when u - 0, it is necessary and 
sufficient that 

cz (2?c) = 0, C, (2n) = 0 (3.2) 

These equations serve in this case for the determination of the funda- 

mental amplitudes, provided they do not reduce to identities. Equations 
(3.1) can be written in a form analogous to (1.4) which was studied in 
Section 2. 

Obviously, if Equations (4.2) are identities then we shall have to 
use the equations 

c:3 (2X) = 0, d, (2n) = 0 
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for the determination of the amplitudes A,, and Be. 

4. We shall next show how one can find in a practical manner the 
periodic solutions of Equation (1. 1)) whose existence under certain con- 
ditions was established in Section 2. It is easy to see from (1.2) and 
(1.3) that the form of the expansion of the solution X( t, PI, pz, p) cor- 

responds to the type of the expansions of p,(v) and pz(u) in terms of I.I. 

Therefore, in the case of double roots of the equations of the funda- 

mental amplitudes there exist real expansions of the periodic solutions 

of the system (I. 1) in the form 

where ~a/~( f) are periodic functions, and 1 is either one or two. There 
exist no expansions in terms of fractional powers of p. Let us consider 
all the cases of Section (2). 

1. The solution is sought in the form of a series in powers of pli2, 
namely, 

$9 (t) = ZFTo (f) + zq’ (f) p’!” + cqkf (f) p, + zsLk) (t) p + . . . (k--l, 2) 

where xi( k, ( t) ( i = 0, l/Z, 1, . . .) are functions determined by means of 

(1.2) and (2.9): 

h 

zl(*) (t) = A,(‘) cos mt + -tg sin mt + Cl (t) etc. 

2. If the roots of Equation (2.13) are simple, then the solution has 

the form (4.1) when 1 = 1. 

dkf (t) = Q (t) + x,(k) (t) p -j- ZJk) (1) 112 f. . . 

where 

etc. 

For multiple roots of Equation (2.13) wheq X # 0, we seek the solution 
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in the form (4.1) with 1 = 2. 

.@) (1) = 3’r, (t) + Xl:jk) (f) $2 + Xl(k) (t) p +. . . 

where 

xv, tk) (1) = 0 

x,tk’) (t) = a cos mt + ; (Ml0 + aMol) sin ,nt + Cr (1) etc. 

There will exist no real expansions (4.1) if, 

1) The condition (2.11) is not satisfied; 

2) One of the following cases occurs; either the roots of Equation 

(2.13) are complex, or 01 = 02 and No2K > 0. 

In case of double roots of Equation (1.5) there exist unique 

expressions for the solutions in the form (4.1). In each case there exist 

two periodic solutions corresponding to the two multiple roots of the 

equations of the fundamental amp1 itudes. One can speak in this case of a 

bifurcation of the solution of the generated equation. 

All the series (4.1) that have been obtained converge for small values 

of the parameter ~.r. In this work we have not considered the question of 

the stability of the obtained periodic solutions. 
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